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Fig. 1. An inlet, emitted with a moderate resolution, collides with a fluid volume that is agitated by a moving boundary wall. Our adaptive method can easily handle the 1:500 adaptive volume ratio shown here, without instabilities, and can readily adapt the resolution of the inlet on the fly without causing the inlet to be decollimated. Volume color mapped from high (black) to low (white).

In this paper we propose an improved refinement process for the simulation of incompressible low-viscosity turbulent flows using Smoothed Particle Hydrodynamics, under adaptive volume ratios of up to 1:1,000,000. We derive a discretized objective function, which allows us to generate ideal refinement patterns for any kernel function and any number of particles a priori without requiring intuitive initial user-input. We also demonstrate how this objective function can be optimized online to further improve the refinement process during simulations by utilizing a gradient descent and a modified evolutionary optimization. Our investigation reveals an inherent residual refinement error term, which we smooth out using improved and novel methods. Our improved adaptive method is able to simulate adaptive volume ratios of 1:1,000,000 and higher, even under highly turbulent flows, only being limited by memory consumption. In general, we achieve more than an order of magnitude greater adaptive volume ratios than prior work.
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1 INTRODUCTION
Fluid simulations play an important role in modern computer animations, and there is an ever-increasing demand not just for more vivid and higher quality free surface fluid simulations, but also larger overall simulation domains. However, a uniform resolution in all parts of the simulation is not ideal as this requires high resolutions in regions of the fluid where the behavior is not interesting, e.g., at the bottom of a pool. Therefore, methods are needed that can focus the computational resources to where it is most beneficial. This can be achieved using spatially adaptive methods, which have been used for grid-based simulations for a while, e.g., using octrees [Losasso et al. 2004], tetrahedral meshes [Klingner et al. 2006], or tetrahedral meshes combined with an adaptive FLIP simulation [Ando et al. 2013]. For grid-free methods, based commonly on Smoothed Particle Hydrodynamics (SPH), prior research mainly focused on weakly compressible simulations [Adams et al. 2007; Feldman and Bonet 2007] and only recent work [Winchenbach et al. 2017] has enabled incompressible flows with larger refinement ratios.

An adaptive SPH method starts by defining a desired resolution, often based on surface distance, for each particle using a sizing function. The resolution is then locally decreased by merging particles, smoothed using sharing between particles, or increased by refining a particle into multiple smaller particles. These processes can introduce errors into the simulation and in order to stabilize the simulation blending methods have been proposed [Orthmann and Kolb 2012; Winchenbach et al. 2017]. Most of the introduced refinement error is due to a reliance on some intuition [Feldman and Bonet 2007; Vacondio et al. 2013; Winchenbach et al. 2017] instead of a fundamental analytical model for particle refinement patterns.

In order to improve the refinement process, we first introduce a continuous objective function describing these processes, in Sec. 5, which can be applied to symmetric SPH formulations required in adaptive incompressible flows. Sec. 6 then demonstrates our novel discretization technique based solely on particles and derives the...
error terms, as well as their derivatives, required for efficient optimization. In Sec. 7 we then utilize our discretization technique to optimize refinement patterns regarding positions and mass distributions, both a priori for ideal environments and online using actual particle neighborhoods, using these discrete error terms. Our results show an unavoidable inherent residual refinement error, which we smooth out using improved and novel techniques to ensure stability, in Sec. 8. Finally we demonstrate the efficacy of our improved method and its properties in Sec. 10.1 by comparing it to prior work, and identifying possible factors that could further improve stability.

2 RELATED WORK
In the past, spatially adaptive SPH methods have been widely used within the CFD context, e.g., by Vacondio et al. [2012], Feldman and Bonet [2007] and Li et al. [2015], and to some extent with computer animation, e.g., by Solenthaler and Gross [2011], Orthmann and Kolb [2012], Horvath and Solenthaler [2013], and more recently by Winchenbach et al. [2017]. These adaptive methods use different approaches to resolve underlying stability issues, e.g., using multiple separate simulations, temporal blending methods or, as done in most of these methods, by using a weakly compressible SPH formulation. Older methods, e.g., Adams et al. [2007], developed before modern incompressible pressure solvers existed (starting with PCISPH [Solenthaler and Pajarola 2009]), did not have to consider as strict stability requirements. However, all these adaptive methods need particle patterns for replacing a particle of lower resolution by particles of higher resolution. This replacement, however, introduces a density error that needs to be addressed to avoid instabilities.

Solenthaler and Gross [2011] address the stability issue by utilizing separate simulations, each using a different global uniform level of resolution, where particles are directly inserted and those causing large errors are simply removed. Orthmann and Kolb [2012] apply a simple 1:2 splitting pattern and a temporal blending scheme, which significantly limits the temporal rate of resolution change possible. Vacondio et al. [2016] propose statically optimized patterns to avoid the density errors but require asymmetric support radii, which are not stable for incompressible SPH methods. Winchenbach et al. [2017] combine manually optimized refinement patterns with temporal blending to allow for adaptive incompressible SPH simulations. However, this approach does not fully solve the instability problem and strongly depends on manual parameter tuning.

Various approaches have recently been developed for SPH-based simulations in computer animation, e.g., implicit incompressible SPH (IISPH) [Ihmsen et al. 2013], divergence-free SPH (DFSPH) [Bender and Koschier 2015] and position based fluids [Macklin and Müller 2013]. These approaches predict and correct fluid compression through predictions in each time step, but are not designed to handle sudden fluid compressions, such as those caused by particle splitting. Therefore, errors due to particle refinement need to be prevented from occurring in the first place by changing the adaptive method itself, instead of relying on an external pressure solver.

Furthermore, rigid boundary handling is an existing issue for adaptive methods [Winchenbach et al. 2017], as commonly used particle boundaries [Akinci et al. 2012] suffer from sampling problems. Fujisawa and Miura [2015] address the sampling problem by using an analytical integral formulation of boundaries. Koschier and Bender [2017] extended this approach using numerical integrals precomputed on grids. Recently, Winchenbach et al. [2020] introduced a signed distance field-based boundary integral method that does not require expensive precomputation steps and ensures consistent behavior across varying particle resolutions. Band et al. [2017] utilize a moving least squares method to fit planes to particles for sufficiently flat boundaries. The method is then used to calculate accurate pressure values for boundary particles instead [Band et al. 2018]. Finally, Giessler et al. [2019] introduced an extended SPH model to simulate rigid to rigid interactions using SPH. Boundary integral based methods are a good general choice, as they avoid the sampling issue, but also introduce non-SPH representations.

Finally, temporally adaptive methods are alternative approaches to allocate computational resources where they are most beneficial. Adjusting the time step of an SPH simulation, globally, using the CFL condition has found wide adoption in SPH, with initial work by Desbrun and Gascuel [1996] and later by Ihmsen et al. [2010]. Assigning different particles, or regions, different time steps has also been proposed by Desbrun and Gascuel [1996], however, this approach has not find wide adoption, due to the complexity involved in synchronizing different time steps. Reinhardt et al. [2017] applied this concept, through regional-time-stepping, to modern pressure solvers, but is only applicable to CPU-based SPH variants.

3 FOUNDATIONS OF SPH
SPH is a numerical method to solve continuous integrals by approximating an underlying continuous system using discrete particles, see [Monaghan 1992] and for further explanations [Koschier et al. 2019]. These particles are then used to approximate continuous quantities using the basic SPH interpolation operator for a particle by utilizing all neighboring particles $j$, which is given by

$$A(x_i) = \sum_j \frac{m_j}{\rho_j} A(x_j) W_{ij},$$

where $m$, $\rho$ and $x_i$ denote the mass, density and position respectively, and the subscript denotes indices of the particle. $W_{ij} = \hat{W}(|x_i - x_j|, h_{ij})$ is a radially symmetric kernel function that depends on the distance between positions $|x_i - x_j| = |x_i - x_j|$ and the support radius of the interaction $h_{ij}$. This term can be chosen as asymmetric, e.g., as $h_{ij} = h_i$, which results in a gather formulation, or as $h_{ij} = h_j$, which results in a scatter formulation, or as the average support radius, $h_{ij} = \frac{h_i + h_j}{2}$, which results in a symmetric formulation. For adaptive incompressible SPH only a symmetric formulation is stable [Winchenbach et al. 2017], whereas for adaptive weakly compressible SPH (WCSPH) a common choice is the scatter formulation as this significantly simplifies many derivative terms [Vacondio et al. 2013].

Commonly used kernel functions include the cubic spline kernel [Ihmsen et al. 2013; Koschier and Bender 2017; Monaghan 2005] and the Wendland kernel functions [Vacondio et al. 2016]. The exact choice of kernel function does not influence our method, but still changes the support radius of a particle. Every kernel function has an ideal number of neighbors [Dehnen and Aly 2012], i.e., $N_H = 50$ for the cubic spline kernel, which yields the support radius for a particle by solving $\frac{3}{2} \pi h^3 = N_H V_i$, as there should be $N_H$ particles...
of volume $V_i$ contained within a spherical support radius $H$. The support radius $H$ is related to the smoothing scale $h$ through a factor $\frac{H}{h}$. Within Computer Animation, $\frac{H}{h}$ is often defined as 1 [Koschier et al. 2019] and, thus $h$ is also often referred to as support radius. We will follow this notion in our paper.

4 METHOD OVERVIEW

Spatial adaptive methods generally begin by determining the desired resolution for a particle using a sizing-function, e.g., using the particle’s surface distance, or based on visibility, and classifying particles accordingly into different categories [Winchenbach et al. 2017] and then adjusts the resolution of each particle to be closer to its desired resolution. This can, in general, be done using three distinct processes:

Merging: This process combines multiple high-resolution particles into lower resolution particle(s) to reduce the local spatial resolution. This can be done in multiple ways, e.g., merging 2 particles into 1 (2 : 1-merging), distributing one particle onto several other particles ($n : n - 1$-merging) or combining many particles into one ($n : 1$-merging). This process is fully constrained for $n : 1$ merging due to mass and momentum conservation.

Sharing: This process changes a particle that is larger than its ideal resolution by distributing parts of its mass and quantities to nearby particles which are smaller than their ideal resolution. This process is essentially an extension of merging, where the original particle remains in the simulation. The process for interactions between two particles is also fully constrained, due to mass and momentum conservation.

Splitting: This process splits (or refines) a particle that is significantly larger than its ideal resolution into multiple smaller particles. Quantities of the inserted particles are not fully constrained, i.e., the mass of each created particle can vary as long as the overall mass is preserved. Additionally, geometric patterns have been used in all prior methods to insert new particles into the simulation, but these often require significant manual tuning to achieve a certain level of stability. In general, different refinement methods rely on different splitting steps, e.g., 1 : 2 or 1 : 8. However some methods allow for arbitrary changes (up to a certain limit) of $1 : n$. Some splitting methods include procedures to reduce the impact of errors introduced by the refinement process.

The merging and sharing processes are mostly limited by the search for eligible particle groups, often resulting in 2 : 1 merging and 1 : 1 sharing being used. These processes are fully-constrained by mass and momentum conservation, and also do not cause visually apparent instabilities. The splitting process, however, causes instabilities, i.e., due to changes to the density field, and can be optimized [Feldman and Bonet 2007]. Refining a single low resolution particle $o_i$ with mass $m_o$ at position $x_o$ and velocity $v_o$, into $n$ particles, i.e., $1 : n$ split, has to preserve mass, kinetic energy, as well as linear and angular momentum, and should not modify the underlying density field to avoid compression. Mass-conservation can be enforced by ensuring that the total mass of the refined particles is equal to $m_o$, whereas momentum and kinetic energy are conserved if and only if the velocities of the refined particle are equal to $v_o$ [Feldman 2006]. Consequently, the error introduced on the underlying density field can be controlled by optimizing the mass distribution and positions for the refined particles. This yields $4n$ degrees of freedom, making manual parameter tuning impractical.

The approach, to optimize the refinement, we present is independent of the number of high-resolution particles being created and of the kernel function used, and is applicable to any adaptive method that relies on particle refinement and any incompressible or weakly compressible solver. However, we first require an underlying objective function for a symmetric SPH formulation, as prior optimization approaches relied on an asymmetric scatter-based SPH formulation. Our overall refinement process is described in Algorithm 1.

Algorithm 1: An overview of the off-line a priori and the online optimization process to generate the initial refinement pattern and its local adaptation during simulation, respectively.

5 CONTINUOUS OBJECTIVE FUNCTIONS

In general, the splitting process works by replacing the original low resolution particle $o$ with a set of higher resolution particles $S$. The problem now is based on the choice of parameters for the new particles, where for $n$ particles we get $d \cdot n$ positional parameters (for $d$ dimensions) and $n$ weights determining the mass distribution. The distributed mass needs to equal the original mass, e.g., $m_o = \sum_{s \in S} m_s$, due to mass conservation. However, there is no way to directly determine the patterns and prior work often employed fixed refinement patterns, e.g., 1/2 [Orthmann and Kolb 2012], 1/7 [Solenthaler and Gross 2011], or 1/13 [Vaccondio et al. 2016] or for multiple $n$ [Winchenbach et al. 2017], which are based on using intuitive shapes and often involve manual tuning.

Mass and momentum are directly conserved. The underlying fields that should be kept constant are the density and velocity fields [Feldman and Bonet 2007], with a focus on the density field, as a change to density would introduce significant instabilities. The change to the density field at any point $x$ can be defined, based on the density before $\rho(x)$ and after $\rho^*(x)$ refinement [Feldman 2006]

$$\tau(x) = \rho^*(x) - \rho(x),$$
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where $\eta$ which Feldmann and Bonet solve for a scatter-based formulation of which can be evaluated over a continuous domain $\Omega$ with the density field error $r(x)$ color coded from purple to yellow. The error is visualized from 0 to $6 \cdot 10^{-4}$ for symmetric SPH on and the left from 0 to $1 \cdot 10^{-4}$ for asymmetric SPH on the right. Note that the errors in the converse terms, e.g., the right pattern evaluated utilizing the symmetric error metric, result in orders of magnitude worse behavior, highlighting the need to choose the appropriate formulation for the optimization process.

which can be evaluated over a continuous domain $\Omega$ as

$$E = \int_{\Omega} r(x)^2 dx.$$  \hfill (3)

This can be seen as a continuous objective function, where the ideal refinement process would cause a total error of 0. This can also be seen as enforcing density invariant refinement, i.e., $\frac{\partial S}{\partial \tau} = 0$ [Bender and Koschier 2015], but instead of a change over time the change occurs due to particle refinement. Feldman and Bonet [2007] use an a priori optimization process to minimize $E$, using an initial refinement pattern found by intuition, i.e., an icosahedra in 3D configuration. Fixing the relative positions of particles reduces the problem to determining a single scaling parameter and the mass distribution, which Feldmann and Bonet solve for a scatter-based formulation of SPH. However, the approach of Feldman and Bonet [2007] is not directly applicable to incompressible SPH simulations, as these require a symmetric SPH formulation to avoid instabilities [Winchenbach et al. 2017].

For a symmetric SPH formulation, the support radius of an interaction depends on the definition of a support radius $h(x)$ for every integration point, which could be determined using the approaches from Monaghan [2002] and Winchenbach et al. [2017] that base the support-radius on the density at this position, which also means that particles of equal resolution have varying support radii, i.e., $V_i = V_f \not\Rightarrow h_i = h_f$. These approaches, however, introduce a coupled problem (refer to [Price 2012] for a thorough examination), where the evaluation of the density depends on the support radius which, again depends on the density. This problem can be stated as

$$\rho_i = \sum_j m_j W \left( |x_i - x_j|, \frac{h_i + h_j}{2} \right), \quad h_i = \eta \sqrt{\frac{m_j}{\rho_i}}.$$  \hfill (4)

where $\eta$ is a parameter used to determine the number of neighbors for a particle, commonly chosen as $\eta \approx 2.6$ for cubic spline kernels [Winchenbach and Kolb 2019]. This term could be evaluated iteratively until the result converges, but this would require a very expensive computation for every point of integration. Nonetheless, the symmetric formulation can still be used to optimize the refined positions $x_s$ for all refined particles $s \in S$, even though the process is significantly slower than for a scatter formulation. The results of this optimization are shown in Fig. 2, where the generated distribution of particles is significantly different between the symmetric and scatter formulation, i.e., two particles are placed close to the position of the original particle instead of one. The patterns $P_s$ and $P_o$ are generated using a symmetric ($E_s$) and asymmetric ($E_o$) formulation of Eqn. 3, respectively. Here, $E_s(P_s) = 2.4 \cdot 10^{-4}$, $E_o(P_s) = 5.8 \cdot 10^{-4}$, $E_s(P_o) = 3.0 \cdot 10^{-3}$ and $E_o(P_o) = 3.8 \cdot 10^{-5}$. However, this does not mean that one of the generated patterns is superior to the other as they are optimized for fundamentally different SPH formulations, i.e., they are not alternative options. As such, the appropriate pattern should be chosen for each formulation and applying patterns optimized for asymmetric SPH formulations leads to a significantly worse error (by an order of magnitude).

6 DISCRETIZED OBJECTIVE FUNCTION

Minimizing Eqn. 3 by iteratively solving Eqn. 4, is not practical, especially in 3D, due to computational costs. Instead, we propose to only evaluate Eqn. 2 at the current positions of particles, which significantly reduces the computational complexity as this only requires $N_H + n$ evaluations for $n$ refined particles. We denote the original particle as $o$, the set of refined particles of as $S_o$, the set of neighbors of $o$, including $o$, as $N_o$ and the discretized error term $E$ for the surrounding particle positions and newly inserted particle positions as $E_N$ and $E_S$, respectively. For clarity we will drop the subscript on $S$ and $N$ whenever possible.

Following Vacondio et al. [2013], we can evaluate the error on neighboring particle positions, by effectively removing the old particle and inserting the refined particles, as

$$\tau_n = \sum_{s \in S} m_s W_{ns} - m_o W_{no}, \forall n \in N.$$  \hfill (5)

For a refined particle $s \in S$, we can calculate the error term as the difference between the original particles density $\rho_o$ and the density evaluated at the current position of $s$, which resembles the numerical SPH approximation error. This results in the following error term $\tau_s$ for a specific refined particle $s$:

$$\tau_s = \left( \sum_{n \in N} m_n W_{sn} + \sum_{k \in S} m_k W_{sk} \right) - \rho_o, \forall s \in S.$$  \hfill (6)

The discretized error terms are then the mass weighted sum of square error terms, per particle, which yields

$$E_N = \sum_{n \in N} m_n \tau_n^2, \quad E_S = \sum_{s \in S} m_s \tau_s^2.$$  \hfill (7)

The overall minimization problem can then be defined as minimizing the positions and masses of the inserted particles, under the constraint $\sum_{s \in S} m_s = m_o$ due to mass-conservation, as

$$\min_{x_s, m_s} \mathbb{E} = \min_{x_s, m_s} \left( E_N + E_S \right).$$  \hfill (8)

The partial derivatives of this minimization problem with respect to positions $x_s$ and masses $m_s$ are described in Sections 6.1 and 6.2, respectively.
Let $m_i$ be the mass of the original particle $i$, and $n$ the number of refined particles.

The kernel function is given by:

$$W(q) = \begin{cases} \frac{1}{q^2} - 4(\frac{0.5}{q})^3 & \text{for } q > 1 \\ \frac{1}{q^2} & \text{for } q \leq 1 \end{cases}$$

Using the definition of the support radius $\tau_i = \frac{m_i}{\rho_i}$, we can express the error term as:

$$\frac{\partial W_i}{\partial \tau_i} = 0$$

Plugging these weights into the error terms, we first need to consider the derivative of the kernel function.

The derivative of the kernel function is given by:

$$\frac{\partial W}{\partial \tau} = \frac{1}{\tau^2} - 4(\frac{0.5}{\tau})^3 \quad \text{for } \tau > 1$$

$$\frac{\partial W}{\partial \tau} = \frac{1}{\tau^2} \quad \text{for } \tau \leq 1$$

Plugging these weights into the error terms, we first need to consider the derivative of the kernel function.

The derivative of the kernel function is given by:

$$\frac{\partial W}{\partial \tau} = \frac{1}{\tau^2} - 4(\frac{0.5}{\tau})^3 \quad \text{for } \tau > 1$$

$$\frac{\partial W}{\partial \tau} = \frac{1}{\tau^2} \quad \text{for } \tau \leq 1$$

The term $\frac{\partial W}{\partial \tau}$ describes the individual mass ratio for each inserted particle $i$, with the constraint $\sum_i \frac{1}{\lambda_i} = 1$, i.e., $m_i = m_0/\lambda_i$.

This problem can be solved in ideal, isotropic and hexagonal, parabolic, and hyperbolic cases.

To calculate the derivative of the overall error terms with respect to the mass of a particle, we can use the following equation:

$$\frac{\partial W_i}{\partial \tau_i} = -\frac{1}{2} \left( \frac{d}{h_i} W_{ij} + \tau W_{ij} \right)$$

which restricts the largest ratio of masses between refined particles to be at most 8. These restrictions additionally prevent degenerate optimization solutions where single particles have zero mass.

This problem can be solved in ideal, isotropic and hexagonal, parabolic, and hyperbolic cases.

The mass distribution for 6 particles using our proposed discretization (purple) and the continuous form (red), which results in a close approximation of the underlying problem. The minimization problem is derived in detail in the supplementary material.

6.2 Mass distribution derivatives

For the efficient formulation of our optimization cost function, we utilize a set of tunable weights $\lambda = [\lambda_0, \ldots, \lambda_{n-1}]$, where $\frac{1}{\lambda_i}$ describes the individual mass ratio for each inserted particle $i$. Plugging these weights into the error terms $\tau_i$ (Eqn. 5) and $\tau_s$ (Eqn. 6) yields:

$$\tau_i = m_i \sum_{s \in S} \frac{1}{\lambda_s} W_{ns} = m_i W_{ns},$$

$$\tau_s = m_s \sum_{k \in S} \frac{1}{\lambda_k} W_{sk} = \rho_s.$$

To calculate the derivative of the overall error terms with respect to these weights, we first need to consider the derivative of the kernel function with respect to the support radius, which can be written as:

$$\frac{\partial W_i}{\partial \tau_i} = -\frac{1}{2} \frac{d}{h_i} W_{ij} + \tau W_{ij}$$

which is a term not commonly found in computer animation; see the supplementary material for further details. This can be used to evaluate the derivative of the kernel function with respect to the mass of a particle, which yields:

$$\frac{\partial W(x_{ij}, h)}{\partial m_i} = \frac{\partial W(x_{ij}, h)}{\partial \tau_i} \frac{\partial \tau_i}{\partial m_i} + \frac{\partial W(x_{ij}, h)}{\partial \tau_i} \frac{\partial \tau_i}{\partial m_i} = 0,$$

where $\frac{\partial W}{\partial m_i} = 0$. The term $\frac{\partial W(x_{ij}, h)}{\partial \tau_i}$ can be determined using Eqn. 16, with $h = \frac{h_i + h_j}{2}$. Using the definition of the support radius $\tau_i = \frac{m_i}{\rho_i}$ [Monaghan 2005] and applying the derivative, the missing term is given as:

$$\frac{\partial \tau_i}{\partial m_i} = -\frac{1}{3} \frac{m_i}{\rho_i} \frac{\partial m_i}{\partial m_i},$$

$$\frac{\partial \tau_i}{\partial \rho_i} = \frac{1}{3} \frac{m_i}{\rho_i} \frac{\partial \rho_i}{\partial m_i}.$$
where \( \frac{\partial m_i}{\partial m_j} \) is 1. Applying \( \frac{\partial \rho_i}{\partial m_j} \) further to the standard SPH estimate for density \( \rho_i = \sum_j m_j W_{ij} \) yields

\[
\frac{\partial \rho_i}{\partial m_j} = \sum_j \left( \frac{\partial m_j}{\partial m_i} W_{ij} + m_j \frac{\partial W_{ij}}{\partial m_i} \right),
\]

(19)

where \( \frac{\partial m_j}{\partial m_i} = \delta_{ij} \) (Kronecker Delta). Putting these equations together results in

\[
\frac{\partial W_{ij}}{\partial m_j} = \frac{\partial W_{ij}}{\partial \eta} \left[ \frac{h_i}{3m_i} + \frac{h_j}{3m_i} \left( W_{ii} - \sum_k m_k \frac{\partial W_{ik}}{\partial m_i} \right) \right],
\]

(20)

which means that the value for \( \frac{\partial W_{ij}}{\partial m_j} \) depends on itself and values of neighboring particles. In theory this could be solved iteratively, similar to the relation of density and support radius, but we opt to follow the common computer animation notion of all particles having a support radius solely based on their rest density, i.e., \( h_i = \eta \sqrt{\frac{m_i}{\rho_i}} \) instead of \( h_i = \eta \sqrt{\frac{m_i}{\rho_o}} \) and, accordingly, \( V_i = V_j \implies h_i = h_j \). This means that

\[
\frac{\partial W_{ij}}{\partial m_j} = \frac{h_i}{3m_i} \frac{\partial W_{ij}}{\partial h_i},
\]

(21)

Calculating the derivative of the kernel function with respect to a mass weight additionally requires the derivative of a weight \( \lambda \) for density \( \rho \), as this allows us to easily rescale the generated patterns for a particle with radius \( r \), by scaling the generated pattern by \( r \). We also separate the optimization for positions and masses into two distinct processes for efficiency. Using the analytical partial derivatives,

\[
\frac{\partial W_{ij}}{\partial h_i} = \frac{1}{6h_i^2} \left( h_i \lambda_j \delta_{ij} 1_S(s) + h_j \lambda_i \delta_{ij} 1_S(j) \right) \frac{\partial W_{ij}}{\partial h_i},
\]

(22)

\[
\frac{\partial W_{ij}}{\partial h_j} = -\frac{1}{h_{ij}} \left( dW_{ij} + |x_{ij}|W_{ij}' \right), W'(r, h) = C \frac{\partial W}{\partial h}.
\]

The main goal of the introduction of the discretized objective function and its partial derivatives in Section 6 is to determine optimal particle positions and masses for the refinement of fluids, irrespective of specific kernel functions or neighborhood requirements. The naïve solution is to start with a random distribution of positions with an equal amount of mass per inserted particle. However, optimizing from this starting point is too expensive to be done online during a simulation. Instead, we propose optimizing the refinement patterns a priori for ideal conditions, e.g., in an isotropic hexagonal particle distribution, and use the resulting patterns as initialization for an online optimization.

7 OPTIMIZATION METHODS

7.1 A priori optimization

In order to generate a generic set of refinement patterns, we assume that an arbitrary particle \( o \) has an isotropic hexagonal neighborhood of particles \( N \). Therefore, we can simply apply our optimization to this ideal neighborhood and the inserted refined particles. We utilize an original particle with the properties

\[
h_o = 1, \quad V_o = \frac{4}{3} \pi \frac{1}{N_h}, \quad r_o = \sqrt{\frac{1}{N_h}},
\]

(23)

as this allows us to easily rescale the generated patterns for a particle with radius \( r \), by scaling the generated pattern by \( r \). We also separate the optimization for positions and masses into two distinct processes for efficiency. Using the analytical partial derivatives,
Applying the optimization methods described for the a priori set of neighbors of $o$ threads (e.g., 96) per particle that should be refined, where we can target GPUs for our optimizations, we use a number of optimizations to improve the mass distribution. As we target GPUs for our optimizations, we use a number of optimizations to improve the mass distribution.

8.2 Online optimization

For the optimization of the mass distribution we utilize the SLSQP optimization method from SciPy [Jones et al. 2001]. However, optimal kernel functions can be used as well, as long as the optimizer can handle the required constraint, i.e., non-negativity of masses and mass conservation.

7.2 Online optimization

Applying the optimization methods described for the a priori optimization to online optimizations would be too expensive due to computational costs, and as such we aim to use simpler methods.

To optimize the positions we use a simple gradient descent algorithm. As we target GPUs for our optimizations, we use a number of threads (e.g., 96) per particle that should be refined, where we can parallelize the evaluation of $E_S$ and $E_N$. Here $N$ denotes the actual set of neighbors of $o$. In addition we use a simple backtracking line search algorithm in order to determine the gradient step length $\gamma$, as we start from an already good initial guess. In our implementation we use up to 32 gradient steps with 8 backtracking attempts with an initial step length of $\gamma = 0.01$ and a backtracking weight $\beta = 0.5$.

The mass distribution of the particles, however, relies on a more complex optimization. The partial derivatives of the discretized objective function with respect to the mass ratios are significantly more complex which makes them expensive to evaluate. Furthermore, the memory used to calculate the Hessian, for some non linear constrained optimization methods, severely limits performance due to memory restrictions. As such, we chose to adapt an evolutionary optimization to our problem, which preserves mass conservation, while not requiring a gradient evaluation.

To avoid explicitly enforcing the constraint $\sum_{i \in S} x_i = 1$, we define a set of unnormalized values

$$\Phi = [\phi_0, \ldots, \phi_{n-1}]$$

from which the set of constrained weights is calculated as

$$\Lambda[i] = \frac{\phi_i}{\sum_{i \in S} \phi_i}.$$ (29)

Note that Eqn. 30 enforces $\sum_{i} \frac{1}{\Lambda[i]} = 1$ by construction. To determine $\Phi$ we sample a normal distribution $X$, with mean $\bar{X}$ and standard deviation $\sigma$, for every element as

$$\Phi[i] = \text{clamp} \left( X \left( \bar{X} = 1, \sigma^2 = 1 \right), \frac{1}{2}, 2 \right).$$ (31)

which we evaluate on every thread associated with a particle, e.g., giving us 96 different sets. The values are clamped to avoid negative masses and very large differences between individual particle weights. We then evaluate the discretized objective function for all sets and determine the set $\Phi_k$ with the lowest error. Using this set we can then determine an updated set of weights

$$\Phi^{k+1}[i] = \text{clamp} \left( X \left( \bar{X} = \Phi_k[i], \sigma^2 = 2^{-\ell} \right), \frac{1}{2}, 2 \right).$$ (32)

We repeat this process for 8 iterations as a variance $\sigma^2 = 0.004$ has no practical influence on the result. We also always consider $\Phi = [1, \ldots, 1]$, as this set of values describes a uniform distribution of mass. Note that this process is similar to a general random optimization and evolutionary optimization techniques but with modifications to enforce a constraint and to be parallelizable. The overall online optimization process is shown in Algorithm 2.

8 ERROR SMOOTHING

Our minimization process, as will be shown later in the results in Section 10.1, cannot reduce the refinement error to zero, even for ideal particle distributions. Thus, we need to utilize further measures, which can help reduce the instabilities caused by the refinement error as they are not negligible for incompressible fluid simulations. In order to achieve this, we will first introduce a non-constant temporal blending method, followed by an extension of existing artificial viscosity methods that introduces local viscosity on newly refined particles.
The basic idea of a temporal blending method [Orthmann and Kolb 2012] is to refine a particle \( \mathcal{X} \) using evolutionary optimization for all refined particles and positions. The optimization is based on the following blend weight \( \beta_i \) for any particle \( i \) as

where a constant change in blend weight per time step \( t \) is utilized. The initial blend weight is 1, with a fixed change of blend weight per time step of \( \Delta \beta = -\frac{1}{\Delta t} \). Here \( \Theta \) is usually chosen to be 10 and denotes the number of time steps over which blending occurs. Instead we propose to utilize the following blend weight \( \beta_i \) for any particle \( i \) as

which bases the blend weight \( \beta_i \) on a value describing the lifetime of a particle \( t_i \), the current time step \( \Delta t \), the time step at the time of refinement \( \Delta t^0 \), as well as the number of blend steps \( \Theta \). For a fixed time step this results in a linearly decreasing weight, per time step, as prior methods, but instead of starting with an initial blend weight of 1 we start with a blend weight of \( \frac{1}{2} \). However, if the time step changes during the blending process, i.e., \( \frac{\Delta t^0}{\Delta t} \neq 0 \), the blend weight gets adjusted as well. For increasing time steps, \( \frac{\Delta t^0}{\Delta t} > 0 \) the blend weight decreases more slowly. For example with \( \Delta t^0 = 0.1 \) and \( \Theta = 10 \), changing the time step to \( \Delta t = 0.2 \) halfway through the blend process causes the blend weight to change from \( \beta = \frac{1}{2} \) to \( \beta = \frac{3}{4} \). For decreasing time steps \( \frac{\Delta t^0}{\Delta t} < 0 \) the blend weight instead reverts to \( \beta = \frac{1}{2} \). This is motivated by the fact that \( \frac{\Delta t^0}{\Delta t} > 0 \) indicates a stabilizing overall simulation, whereas \( \frac{\Delta t^0}{\Delta t} < 0 \) indicates a destabilizing simulation.

8.2 Local viscosity

In general, the refinement error alters the local density in an incompressible fluid, causing visually noticeable instabilities. This divergence can be smoothed by introducing a higher artificial viscosity. However, increasing the artificial viscosity on a global level for all particles prevents the simulation of an overall relatively inviscid liquid. To avoid this problem, we only introduce additional artificial viscosity locally, which only affects particles that are in the process of being blended, e.g., those with \( \beta_i > 0 \). XSPH [Monaghan 2002] uses artificial viscosity to modify the velocity of a particle \( i \), which is given as

where \( c \) is the viscosity factor. We propose a modified \( c^\text{new} \) given by

which can similarly be applied to a traditional artificial viscosity formulation [Monaghan 2005] by changing the corresponding viscosity factor \( v \). This term still results in the same global viscosity applied to all particle interactions \( c \), but introduces an additional local viscosity \( c \left( \frac{\beta_i + \tilde{\beta}}{4} \right) \) that only affects interactions of particles with newly refined particles, as \( \tilde{\beta} \) is 0 for any non-blending particle, and excludes interactions between refined particles belonging to the same original particle. This additional term has a maximal magnitude of 0.5, i.e., it increases viscosity locally by at most 50%. Applying this artificial viscosity in our experiments reduces any instabilities that remain after our optimized refinement process, without noticeably changing the global behavior.
9 SIZING-FUNCTIONS

In adaptive SPH a sizing function determines the ideal particle volume $V(x)$ at a location $x$ and is commonly defined using a distance function $d(x)$ from the region of interest, e.g., the fluid surface. Usually, the sizing function specifies a smooth gradient from a base volume $V_{\text{base}}$ at a maximum distance $d_{\text{max}}$ to the finest volume $V_{\text{fin}} = \frac{1}{\alpha} V_{\text{base}}$ at the fluid surface with a desired adaptive volume ratio $\alpha$. Winchenbach et al. [2017] proposed a linear sizing function that scales the volume directly with the distance, i.e., $V \propto d$, as

$$V(x) = \left[\frac{1}{\alpha} + \frac{d(x)}{d_{\text{max}}} \left(1 - \frac{1}{\alpha}\right)\right] V_{\text{base}}. \quad (40)$$

Unless otherwise noted we use this formulation for all of our results as the linear sizing of volume yields high surface-resolutions at moderate overall particle counts. However, other sizing functions might also be used. A practical problem that arises for Eqn. 40 is that very high adaptive volume ratios, e.g., 1 : 4,000, can result in a very thin sheets of high-resolution particles at the surface, which does not provide the expected improvement in quality. This effect, however, can be avoided by either using deep fluid volumes to increase the thickness of the highest-resolution sheet, additional factors in the sizing, e.g., camera visibility or closeness to an object of interest (see the torus scene), or by using a different sizing function. A straightforward replacement for the sizing function in Eqn. 40 is to scale the particle radius linearly, resulting in a cubic scaling of particle volume based on surface distance. This sizing function can be defined as

$$V(x) = \frac{4}{3} \pi \left[\left(\frac{1}{\sqrt{\alpha}} + \frac{d(x)}{d_{\text{max}}} \left(1 - \frac{1}{\sqrt{\alpha}}\right)\right)^3 \right] r_{\text{base}}^3. \quad (41)$$

However, this sizing function generates significantly more particles for the same adaptive volume ratio, when compared to Eqn. 40, resulting in a reduction of achieved adaptive volume ratios by a factor 100. For example, for a scene with an achievable adaptive volume ratio of 1 : 1,000,000 using Eqn. 40, using Eqn. 41 would result in an achievable adaptive volume ratio of 1 : 10,000, due to computational resource limitations.

10 RESULTS AND DISCUSSION

All simulations were run on a single Nvidia GeForce RTX 2080ti GPU with 11 GiB of VRAM, a 32 core AMD Ryzen 3970x with 64 GiB of RAM. Pressure solving was done using DFSPH [Bender and Koschier 2015] with XSPH [Monaghan 2005] for artificial viscosity, with fluid air phase interactions based on Gissler et al. [2017], surface tension effects model from Akinci et al. [2013], with the vorticity refinement method of Bender et al. [2017], dynamically adjusted time steps based on the CFL condition [Ihmsen et al. 2013] and the data handling model from Winchenbach and Kolb [2019]. In all examples we set DFSPH to a density error of 0.01% and a divergence error of 0.1%. Renderings were done using a custom ray tracing program, with surface extraction based on the work of Yu and Turk [2013]. Surface distance calculations were based on a modified approach of Horvath and Solenthaler [2013]. We use the overall adaptive method of Winchenbach et al. [2017] in our evaluations, although our approach is not restricted to this adaptivity approach. We implemented our approach in the open source SPH framework openMaelstrom [Winchenbach 2019] using the boundary handling approach of Winchenbach et al. [2020]. For the a priori optimizations we use SciPy [Jones et al. 2001].

10.1 Test Scenes

We evaluated our approach in seven scenes. The inlet scene involves a fluid inlet, surrounded by a box, emitting fluid into a basin, which is agitated by a moving wall on the opposing side of the inlet stream; see Fig. 1. The corner dam break scene involves an initial fluid volume located in one corner of the simulation domain colliding with a regular obstacle in the opposing corner of the domain; see Fig. 6. The double dam break scene involves two fluid volumes, initially located in opposing corners of the simulation domain, colliding with a simple cubical rigid object placed in the center; see Fig. 11. The simple dam break scene involves a fluid volume in a simple box shaped domain with no additional obstacles; see Fig. 12. The stream scene involves a fluid inlet in a simulation with no gravity; see Fig. 14. The hemisphere dam break scene involves a fluid volume colliding with a hemisphere on the floor; see Fig. 15. The moving sphere scene involves a solid sphere slowly being moved through a resting fluid volume; see Fig. 17. Finally, the torus scene involves a torus rotating about its vertical axis in a resting basin of liquid; see Fig. 16. We chose a basic particle radius of $r = 0.5m$ in all of our scenes, however our method would also work at different basic particle resolutions.

10.2 A priori position optimization

To evaluate our a priori optimization process, we optimized refinement patterns for 2 to 32 particles using the cubic-spline, quintic-spline, Wendland 2 and Wendland 4 kernels, using an L-BFGS-B optimizer [Byrd et al. 1995]; see Fig. 7. The total error shows similar behavior for different kernel functions, i.e., the refinement pattern for two particles has high error, with patterns around five to ten particles having lower errors, and increasing error ratios on higher particle counts. In our evaluation the cubic-spline function shows the largest error, an order of magnitude higher than the quintic-spline function, and the Wendland 4 Kernel to have similar behavior to the quintic-spline function. Additionally, the error on the neighboring particles is the main component of the overall error, i.e., the error on the refined particles is two orders of magnitude.
smaller. Interestingly, the 1:13 splits results in icosahedron-shaped refinement patterns for all kernel functions, with one particle at the center, which is the configuration manually defined by Vacondio et al. [2016].

10.3 A priori mass optimization
To evaluate the mass optimization process we use the patterns optimized a priori for positions only, see Sec. 10.2, and used a constrained trust-region optimizer [Byrd et al. 1987] to optimize the masses, without changing positions; see Fig. 8. The results are almost identical to the position optimization alone and do not show significant overall improvement for the kernels evaluated here.

10.4 A priori simultaneous optimization
After the a priori optimization of both positions and masses, we further optimized the refinement patterns, using a constrained trust-region and SLSQP optimizer [Kraft 1988], by simultaneously optimizing positions and masses; see Fig. 9. The results show an overall reduction of the error by up to a factor of 2, mostly reducing the error on the neighboring particles and not on the refined particles themselves. The overall refinement patterns stay in very similar overall spatial configurations and get only slightly modified during the combined optimization.

We tried two different initialization schemes for the combined optimization, i.e., starting from pre-optimized spatial layouts and random initialization. While the pre-optimized initialization results in stable, but potentially local minima, the combined optimization did not robustly converge when initialized with random positions and masses, regardless of the optimization algorithm used. Furthermore, comparing our results against the prior refinement patterns of Winchenbach et al. [2017] (see Fig. 10), we can observe a significant reduction in the error terms. Overall, our refinement patterns provide an improvement of about two orders of magnitude, regarding both the error on refined and neighboring particles, and yield comparable errors across all refinement ratios.

10.5 Online optimization
Starting with the a priori optimized refinement patterns we used the double dam break scene to evaluate the errors during an SPH simulation, using the cubic-spline kernel and refinement patterns for 2 to 16 particles. In general, using the a priori refinement patterns worked reasonably well in most cases. We, however, frequently observed instabilities, particularly in the fluid interior that resulted in local compression, which can destabilize the entire simulation. Applying our proposed online optimization avoids virtually all of these interior instabilities, however, instabilities caused by boundary interactions and by fully constrained particle merging remain (see also Sec. 4). Overall, applying the online optimization to practical particle configurations during a simulation results in slightly higher error values (in average an additional error of \( E \approx 0.01 \)) compared to the a priori optimization under ideal particle configurations. This
additional error is not reduced when using the same optimization methods as a priori. Furthermore, outside of removing instabilities, the online optimization provides significant visual benefits on the fluid surface as using the exact same pattern on the surface leads to visibly repeating particle patterns on the surface, which are also visible in some surface extraction approaches. In the gravity-free stream scene, our method is capable of producing a smooth fluid surface in a difficult scenario and provides a smooth resolution gradient from low to high resolution, whereas prior methods were not able to stably simulate this scene, when enforcing incompressibility; see Fig. 14. Additionally, this improved behavior on the surface of an inlet flow allows us to emit particles at a fixed low resolution, as done in the inlet scene, and only refining the particles once they become visible. Moreover, evaluating the overall energy of the simple dam break scene, see Fig. 13, shows a significantly reduced loss of energy when using all aspects of our method, compared to prior work. Whilst using the online optimization alone, without local viscosity, does not provide significant benefits in this regard, i.e., the blue and green lines are fairly close, using our online optimization allows for the utilization of our local viscosity scheme that provides a significant reduction in damping. Using the blending process, and refinement patterns from Winchenbach et al. [2017] results in a mostly stable simulation, but causes some instabilities. For example, at 12 seconds (see Fig. 13) a momentary increase of the total energy can be observed, which was caused by an instability induced by a particle refinement. Reducing the impact of these momentary increases in energy can be achieved by increasing the
artificial viscosity, however, this causes an overall significant loss of detail and a noticeably viscous fluid behavior; see Fig. 12 bottom right and top right. Note that increasing the artificial viscosity only reduces the impact of these instabilities but does not prevent them completely; see Fig. 15 top row. Furthermore, the moving sphere scene (see close-up Fig. 17) highlights the smooth transition of particles between resolutions, even as they are close to a boundary object, using our method.

10.6 Influence of local viscosity and blending
In order to evaluate the influence of our blending scheme and the local viscosity approach we use the simple dam break scene. We visually compare the overall flow behavior of using our blending with local viscosity and online optimization, our blending and online optimization, our blending and the blending approach of Winchenbach et al. [2017] (using their refinement patterns). Comparing our blending against the prior approach, we only observe a small difference (Fig. 12 bottom left and bottom right). Adding the online optimization allows us to lower the overall viscosity of the simulation, as it becomes more stable, resulting in more flow details. However, adding the local viscosity allows us to reduce the global artificial viscosity by a factor of 2, resulting in a significant increase of more surface details. In the hemisphere dam break scene the
Fig. 15. The **hemisphere dam break** scene, particle volume color coded from black to white. The top row uses the prior approach, while the bottom row uses our approach, with the left column using a $1:32$ adaptive volume ratio and the right column using a $1:1000$ adaptive volume ratio. Without an online optimization process (top row), instabilities appear at the boundary that get more pronounced as the adaptive volume ratio increases and would require significant added viscosity to reduce. Using our approach (bottom row), with its online optimization, yields a stable simulation for both adaptive volume ratios.

Fig. 16. The **torus** scene, particle volume color coded black to white, with the bottom right showing the overall simulation domain. Our method can simulate an adaptive volume ratio of up to $1:1,000,000$, allowing for fine details close to the torus but limiting overall computational resources.

induced instabilities from the refinement process using prior approaches are too high to be compensated by an increased artificial viscosity and, thus, fully destabilize the simulation at higher adaptive volume ratios; see Fig. 15 top right. In contrast to this, our online optimization process ensures a low refinement error and, accordingly, enables much higher adaptive volume ratios in difficult scenarios.

### 10.7 Performance

To evaluate the performance and efficiency of our method we first use the **double dam break** scene; see Fig. 11. In this scene, we compare the adaptive simulation with a volume ratio of 128:1, a fixed resolution simulation with the same number of particles as the adaptive simulation, on average, and a high-resolution simulation at approximately the finest resolution of the adaptive simulation. The simulated time is 30 sec; see Table 1 for the quantitative results. Overall, our method provides comparable performance to a simulation of equal particle count, with some overhead due to the usage of an adaptive method. Note that the time per frame of our

![Figure 15: Hemisphere Dam Break Scene](image)

![Figure 16: Torus Scene](image)

<table>
<thead>
<tr>
<th>Variant</th>
<th>$n_{\text{fluid}}$</th>
<th>$\text{radius} / m$</th>
<th>$\text{ratio}$</th>
<th>$\Delta t / ms$</th>
<th>$\text{Frame} / s$</th>
<th>Adaptive $/ ms$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>168K</td>
<td>0.5</td>
<td>1:1</td>
<td>8.0</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>1.9M</td>
<td>0.218</td>
<td>1:1</td>
<td>5.8</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>21M</td>
<td>0.1</td>
<td>1:1</td>
<td>2.0</td>
<td>45.0</td>
<td></td>
</tr>
<tr>
<td>Adaptive</td>
<td>1.9M</td>
<td>0.5</td>
<td>1:128</td>
<td>3.8</td>
<td>1.77</td>
<td>325</td>
</tr>
</tbody>
</table>

Table 1. Quantitative comparison for the **double dam break** scene; see Fig. 11. All performance numbers are average values with respect to 30 seconds simulation time and timings refer 1/60s of simulation time.
method minus the time spent on adaptivity related methods is less than the time per frame of the average resolution simulation due to a lower time step requiring fewer pressure solver iterations per frame. Compared to the high-resolution variant, our method with moderate adaptive volume ratios provides a significant speed-up of approximately 25 times. Accordingly, the speed-up will become significantly higher, at higher adaptive volume ratios. However, due to computational resource limitations, we were not able to provide a similar comparison against higher uniform resolution. Overall, the surface appearance of our method is similar to the high-resolution one, i.e., considering the tearing of thin fluid sheets, but at orders of magnitude lower computational costs, even at moderate adaptive volume ratios. Furthermore, in the torus scene, our method can focus computational resources in small areas of interest, allowing for much greater detail without requiring hundreds of millions of particles in areas that are not of interest. However, scenes of very high adaptive volume ratios are difficult to render as the adaptivity induces a highly uneven particle distribution that causes raytracing acceleration structures, e.g., kd-trees, to be very unbalanced and, thus, inefficient. Accordingly, even when rendering particles as spheres, the computational requirements increase linearly with higher adaptive volume ratios, i.e., $O(\alpha)$, and make rendering very high ratios computationally difficult. For example, with our computational resources, the hemisphere dam break scene required 4 hours to render a sequence of 30 seconds at an adaptive volume ratio of $1 : 1,000$, the moving sphere scene took 2.5 days to render at a ratio of $1 : 20,000$ for a 20 second sequence, whereas the torus scene required multiple hours for a single frame at a ratio of $1 : 1,000,000$.

Finally, at very high adaptive volume ratios, the neighborhood search becomes computationally increasingly expensive. For example, at a ratio of $1 : 1,000$, a cell contains approximately 12,000 particles, compared to 12 particles per cell in homogenous resolutions. The data-structure approach of Winchenbach and Kolb [2019] resolves these problems in most situations; however, due to symmetric interactions of particles, required to ensure stability, the number of particles queried to find the actual neighbors of a particle can still be significantly higher than for homogenous resolutions. This problem can be reduced by ensuring a large enough distance between low and high-resolution particles, e.g., by setting $d_{\text{max}}$ sufficiently high in Eqn. 40. Furthermore, limiting the number of neighbors per particle, see [Winchenbach et al. 2016] and [Winchenbach and Kolb 2019], can further reduce the problem for actual SPH evaluations, however the neighborhood search is still a computationally expensive operation.

10.8 Clamping mass distributions
When using an adaptive method, the user specifies a desired volume ratio between the volume of the smallest $V_{\text{base}}$ to the volume of the largest $V_{\text{base}}$ particles. However, this desired ratio is almost never exactly achieved. For example, a particle with $V = \frac{1}{1000} V_{\text{base}}$ and a desired ratio of $1 : 1000$ might be split into 3 particles, which results in particles of volume $\frac{1}{1250} V_{\text{base}}$, exceeding the desired ratio. Optimizing the mass distribution exacerbates this effect as the optimization process creates particles of very different volumes. In Sec. 7.2, we proposed to clamp the weights $\phi$ between 0.5 and 2, which limits the variation in particle sizes. In the simulation shown in Fig. 6 the clamped optimization process results in an effective ratio of $1 : 1250$ instead of the desired $1 : 512$ ratio. Not clamping the weights resulted in an effective ratio of $1 : 7500$. Consequently, this substantial difference in smallest particle volume requires a significantly smaller time step, due to the CFL condition.

10.9 Limitations
The adaptive method of Winchenbach et al. [2017], which we base our contributions on, already demonstrated scaling problems of certain parameters, e.g., the surface tension parameters used by Akinci et al. [2013] and parameters used for surface extraction by Yu and Turk [2013]. That is, these parameters are heavily dependent on particle sizes, causing visual discontinuities in the surface extraction. Additionally, Winchenbach et al. [2017] described a problem with boundary handling methods based on particle representations, due to size differences, which can be avoided by using non-particle-based methods, i.e., [Koscher and Bender 2017]. Moreover, particle merging can lead to instabilities, especially close to boundaries, if applied with SPH solvers commonly used in computer animation. Furthermore, if the sizing function is based on the surface distance of a particle, i.e., using the surface-distance method of Horvath and Solenthaler [2013], the stability of these methods plays an important role in the stability of the overall method. Accordingly, some artifacts may arise due to a non-stable sizing function, i.e., particles sitting on the surface of a boundary might not be properly detected as surface particles. Investigating this is beyond the scope of this paper.

Additionally, rendering a simulated fluid surface is an important aspect in computer animation. However, existing surface extraction methods are not designed for varying particle resolutions. They often involve parameters that significantly depend on the particle resolution and lead to visual artifacts such as missing details in high-resolution areas, lumpy surfaces in low resolution areas or visible changes in areas of varying resolution. Because of this, and since we explicitly need to investigate the varying particle resolution, we opt for displaying particle-based renderings and only provide an example of a surface extraction for parameters chosen for the high-resolution surface; see Fig. 6. For very high adaptive volume ratios even particle-based renderings become impractical; see Fig. 16.

Please note that in the images we use linearly color coded quantities. Thus, a change from the highest particle volume to a particle with half the volume, i.e., a 1:2 refinement, results in a visual discontinuity. Nonlinear color mapping could resolve this discontinuity to some degree, but makes the results more difficult to interpret.

11 CONCLUSIONS
We presented an optimization approach for particle refinement patterns, based on a novel discretized objective function that describes the error introduced by the particle refinement for symmetric SPH formulations. This allows us to significantly improve stability and removes the need for user intuition and parameter tuning, and is applicable to arbitrary refinement ratios using any kernel function. Our optimization approach works both a priori, to generate refinement patterns for ideal particle distributions, and online, to optimize the
reminiment pattern during a simulation with respect to the specific particle neighborhood. We also presented an improved non-linear blending process that, together with a novel local artificial viscosity formulation, that removes the impact of residual refinement errors. Our improved process allows for the simulation of highly adaptive incompressible SPH flows, even in highly turbulent and low-viscosity situations. Currently, our approach is mostly limited by other methods it relies upon, i.e., surface extraction methods.
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