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Abstract: An important field of reasearch in computer vision is the
3D analysis and reconstruction of objects and scenes. A rather new tech-
nologie in this context is the Photonic Mizer Device (PMD), based on
the time-of-flight principle, which measures full-range distance informa-
tion in real-time. Unfortunately, PMD-based devices have still limited
resolution and provide only IR intensity information.

This paper describes a fast algorithmic approach to combine high res-
olution RGB images with PMD distance data, acquired using a binocular
camera setup. The resulting combined RGBZ-data not only enhances the
visual result, but also represents a basis for advanced data processing in
e.g. object recognition with sub-pixel accuracy. A simple but efficient
method is used to detect geometric occlusion caused by the binocular
setup, which otherwise will lead to false color assignments.

Additionally, we introduce an enhanced filtering technique used for
the edge-enhanced distance refinement of the geometry provided by the
PMD camera. The technique incorporates a proper handling of bound-
aries and an iterative refinement approach, which can be used to enhance
the 2D/3D-fusion accuracy.

Keywords: TOF; Photonic Mixer Device (PMD); RGB; Fusion; Range
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1 Introduction

In automatization areas like robotics or automotive, the reconstruction of ob-
jects and scenes is a necessary fundamental with respect to computer vision. Infor-
mation obtained from digitized scenes represent important input data for position
determination, online object recognition or collision prevention.

In this context, typical expensive and complex setups including laser scanners
or stereo vision systems are used for distance measurements. However, laser scan-
ning techniques are rather time-consuming and thus impracticable for dynamic
scenes. Stereo vision camera systems, on the other hand, completely rely on the
fast identification of corresponding points. Mismatching correspondences especially
in homogeneous object regions lead to an incomplete reconstruction.
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A rather new and promising approach developed in recent years estimates the
distance by time-of-flight measurements for modulated, incoherent light based on
the new Photonic Mixer Device (PMD) technology [2, 12]. Integrating a PMD cam-
era into a vision system, full-range distance information is available at interactive
frame rates up to 15 fps. Nevertheless, there are still problems to be solved, e. g. the
relatively low sensor resolution or the simple IR intensity image provided by the
camera. Thus, many algorithms known from image processing cannot be applied to
PMD data directly.

The contribution of this paper is a combined 2D /3D vision system, consisting
of a PMD and an RGB-camera, which improves the capabilities of downstream
processing tasks like object recognition. The system incorporates the refinement of
low resolution range images including boundary handling and edge enhancement
as well as a 2D/3D fusion technique consisting of full range color mapping and
occlusion detection. The distance refinement improves the geometry provided by
the PMD camera and thus increases the accuracy of 2D /3D data fusion.

A short overview of known related work is given in Sec. 2. The design of our
fusion model is described in Sec. 3. The distance refinement approach is discussed
in more detail in Sec. 4, whereas the final data fusion is treated in Sec. 5. Finally,
the results are given in Sec. 6.

2 Related Work

2.1 Data Fusion

So far, there exist only a few distinguished approaches to combine PMD dis-
tance information with high-resolution RGB image data, differing in their particular
realization concerning hardware and software implementation.

Prasad et al. [6] describe a hardware-based realization, which combines a tradi-
tional CCD and a PMD chip in a monocular device using an optical splitter. Due
to the monocular setup, no special mapping transformation between both images
has to be done as both images consist of the same view.

Another approach using the combination of a 2D- and a 3D camera has been
presented by Reulke [8]. Unlike the hardware-based realization, a binocular camera
setup is used, as in our case. The final data fusion is achieved by an algorithm called
orthophoto generation [5]. Here, the 2D image is distorted in order to eliminate
the perspectivity of the image by taking the 3D information into account. The
result is an orthographic image, where all optical rays are parallel. After the image
rectification, the data fusion is straight forward applying a parallel mapping of the
color information onto the appropriate distance data.

2.2 Up-Scaling Techniques

Simple techniques for color images usually refine the pixel-grid by adding new
pixels between existing pixels applying nearest neighbor or bilinear interpolation
(see Fig. 1 left). In contrast to this, biquadratic filtering instead places the new
pixel grid according to biquadratic B-spline subdivision scheme [11], thus neglecting
the original sample locations on the new level (see Fig. 1 right) and resulting in
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Figure 1 Left: Standard refinement Figure 2 2D/3D camera setup consist-
reusing existing pixel; Right: Biquadratic  ing of a 19k PMD and a high-resolution
scheme using a shifted pixel grid. CCD-camera mounted on top.

a slightly shifted pixel grid. By making use of bilinear interpolation, biquadratic
filtering can be implemented easily, giving improved results by avoiding the typical
diamondshaped artifacts of bilinear interpolation and yielding a C'* continuous limit
function.

Higher interpolation schemes like bicubic interpolation exist, but do not give cru-
cial advantages for image filtering. Furthermore, high order interpolation schemes
have been discarded due to the size of their filter masks and the resulting case
differentiation for invalid pixel handling in the border regions (cmp. Sec. 4).

3 Overview

In Fig. 3 an overview about the overall fusion process is given. The processing
pipeline consists of two main blocks: the distance refinement and the actual data
fusion. Prior to both, a simple background segmentation based on the PMD pixel’s
amplitude is performed, discarding unreliable distance values, so-called invalid piz-
els, by simple thresholding.

During the distance refinement two main processing tasks are performed due to
the perhaps invalid pixels:

1. An extrapolation of valid pixels to restore missing data for the biquadratic
interpolation scheme and thus avoid shrinking of the valid pixel areas.

2. An enhanced biquadratic upscaling of the valid regions incorporating edge
preserving as well as special treatment of still incomplete grid cells.

During the data fusion an occlusion detected prevents false color mapping in
regions where the color camera is unable to provide proper information due to the
bifocal setup of the combined vision system (see Fig. 2).

The actual data fusion takes the refined distance information as well as the
additional high-resolution color image as input in order to combine both images to
an enhanced scale independent dataset. Here both images do not necessarily have
the same resolution. Especially the color image is normally of higher resolution
providing additional information for computer vision tasks.
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Figure 3 The overall distance refinement approach.

As the data fusion approach highly depends on the correct reconstruction ge-
ometry and therefore on proper distance information, the PMD has been calibrated
first using the depth calibration model described in [3, 4].

Due to the fixed setup, these parameters have to be determined only once during
an initialization step.

4 Distance Refinement

The goal of distance refinement is to supply more accurate depth information
for the data fusion as it is done by simple linear interpolation. In our case, we con-
centrate on mono-modal upscaling schemes using depth data only, so no additional
input data or preprocessing steps are necessary.

Since we head for real-time data processing, we apply filter-based biquadratic
upscaling techniques preventing exhaustive pre-processing, beside the mentioned
simple background segmentation. The proposed upscaling technique implements
a pyramidal upscaling, i.e. the image is scaled by a factor of two in a recursive
manner [11].

In contrast to standard images, low-resolution PMD images provide inaccurate
distance information for pixel covering depth inhomogeneity, yielding so-called fly-
ing pizels, or areas with insufficient incident active light. The latter is marked as
invalid during the background segmentation.

When upscaling a PMD depth image, it is very important to avoid propagating
data from both flying and invalid pixels during the interpolation. Thus, a special
treatment of both is necessary and discussed more into detail in the following sec-
tions.

4.1 Enhancement of Jumping Edges

Instead of a plain PMD pixel interpolation, the implemented interpolation in-
corporates a gradient-based resampling approach as proposed by Kraus et.al. [1].
Gradient-based resampling techniques are used for upsampling RGB images, pre-
serving sharp edges in the upscaled image version. In our case, the gradient and
Laplacian is used to adjust the sampling locations for the interpolation, i.e. the
coordinates of each sample location are displaced by an offset vector d

—0-Af(z)

40 = 550

Vi(z) (1)
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Figure 4 Extrapolation of invalid pixel (e valid, o invalid and ¢ extrapolated
pixel). Left: Extrapolation in case of one invalid sample: B = 24 — A" or B =

1 (24— A’ + 2D — D'); Right: Extrapolation in case of two invalid samples: B = 24— A’,
D = 2C — (. In the second case, no extrapolation is performed.
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Figure 5 Left: Extrapolation in case of three invalid samples: B = 24 — A’,
2A — A”; Right: Interpolation using valid (e) or extrapolated (¢) samples only: (1)
3A+3C+ 4D, (2) P=1B+3C, (3) P=3A+ ;B.
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away from the edge avoiding edge smoothing and discarding flying pixel information
for the sampling of sub-pixel locations. Here, the parameter o € [0, 1] influences
the displacement, i.e. for 0 = 0 the method is equivalent to the original biquadratic
interpolation.

As the offset d depends on the gradient Vf(z) and the Laplacian Af(z), a
simple Gaussian is applied to smooth the data for the gradient and the Laplacian
computation and thus to reduce the influence of noise on the 2" order scheme. Fur-
thermore, to apply the method to PMD depth images, we ensure that the gradient
and Laplacian are approximated based on valid depth values only. Invalid depth
values were simply discarded from the respective filtering masks.

Since the computation of gradient and Laplacian may be unstable, the mag-
nitude of d is clamped to a user-specified maximum m. Kraus et.al. [1] suggest a
value of m =~ 0.25, which worked fine in our experiments. To avoid strong edge
sharpening in rather homogeneous regions, we also introduced a lower threshold 2.
Thus, if the length of the gradient V f(z) is smaller than ¢, the location correction
is omitted.

We further improved the original edge-directed approach by applying the offset
correction iteratively: the sampling coordination are repeatedly displaced by d until
the length of d is smaller than a threshold tg, or until the maximum number of
iterations is used. This moves the sample location away from the edge center until
a position on neighboring objects has been reached. This copes also with the fact,
that a single step approach generally does not identify a proper resample location
as the difference between the real edge and the second order edge model behind
Eq. 1 increases with farther distance to the original sampling location.
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Figure 6 Left: Simple color mapping using quads as underlying geometry. Middle:
2D /3D data fusion using projective texturing. In both cases no distance refinement or
outlier suppression has been applied. Right: Image mapping without (top) and with hidden
surface removal (bottom). Areas not seen by the RGB camera are marked light green.

4.2  Handling of Invalid Pizels

In the context of upscaling PMD data, the interpolation should be applied to
cells with four valid pixels only in order to suppress invalid pixel propagation (see
Fig. 1). For this reason, we apply an extrapolation of the boundary depth values,
in order to expand the valid pixel region artificially without actually changing
the original validity of a pixel. The detailed extrapolation schemes for one and
two invalid pixels are depicted in Fig. 4 whereas the three pixel case is shown in
Fig. 5 left.

During the interpolation step, the interpolation itself is still restricted to mean-
ingful sample locations w.r.t. the original boundary to preserve smooth edges. In-
valid pixels still may contribute to the interpolation if extrapolation has failed.
In these situations simpler interpolation schemes like based on linear interpolation
schemes are applied in order to obtain smooth boundary contours also in these
cases (see Fig. 5 right).

Instead of using biquadratic interpolation only and thus skipping still under-
staffed cells, special treatment provides a much smoother boundary shape even if
it is less accurate compared to biquadratic interpolation. An extrapolation should
be performed in all cases as it leads to more accurate depth continuity than inter-
polating valid border pixels only. Thus it is a necessary step, whether biquadratic
or simpler interpolation schemes are used.

5 Data Fusion

Having the acquired 2D and (possibly upscaled) 3D image of both cameras,
the correct color value for a PMD pixel is given by its back-projection into world
coordinates and a subsequent perspective projection onto the RGB image plane.
However, pixelwise projection describes only an elementary one-to-one mapping,
which generally results in an RGB image undersampling and a loss of information.
Often a more detailed mapping is desired, e.g. in object recognition. Fig. 6 shows
an example.
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5.1 Projective Texturing

Unlike the approach taken by Reulke [8], our fusion approach is based on projec-
tive texture maps rather then on orthophoto generation. Projective textures have
first been introduced by Segal et al. [9]. Here, the image of the RGB camera is
assumed to be projected onto the geometry provided by the PMD camera distance
information. Due to the involved perspective projection a simple linear color inter-
polation yields incorrect results.

Assuming, we have two points ST and SZ in the image plane of a virtual camera
(equivalent to the real PMD camera but with higher resolution), the rasterization
of any intermediate point using linear interpolation

SP=1—-t)-S+t-87 (2)
requires the proper computation of the associate location S® in the RGB image
plane. According to Segal [9], S is the (x, y)-component of
(1 —1t)- PEjwl +t- PF/wk
(1 =1) wi/wl +t- wi/wj

PR/l = (3)
Eq. 3 can be computed on programmable graphics hardware using the fixed func-
tionality of the rasterization stage interpolating (x, y)%/w? and w®/w? linearly,
resulting in accurate sub-pixel RGB information.

5.2  Hidden Surface Removal

Due to the different viewing directions of both cameras, an incorrect mapping
mainly in the near range may occur (see Fig. 6 right). These artifacts are caused by
occlusion, e.g. in concave regions or at object contours. For these surface regions,
the RGB camera is unable to provide a proper object color and the projective
mapping described in Sec. 5.1 samples erroneous color.

In order to prevent this mismapping, we adopt a rendering approach comparable
to shadow maps [7, 10]. The main idea is to store the closest geometry portion w.r.t.
the RGB sensor in a depth-buffer. Therefore, each geometry vertex is transformed
into the RGB camera coordinate system first, where its distance to the RGB cam-
era’s origin is automatically interpolated and written to an off-screen render target.

During the color assignment, every vertex point is again transformed into the
RGB camera coordinate system, where its current distance z%(z,y) is compared
with the corresponding z-Buffer entry. If the current fragment is farther away from
the RGB sensor than the distance information stored in the frame buffer, i.e.

Z(x,y) > zBuffer”(z,y) +, (4)

the fragment is hidden and the color assignment is omitted. Where the e-offset is
required to account for quantization and noise in the depth image.

6 Results

The fusion of 2D image data with the 3D geometry retrieved from the PMD-data
clearly adds visual improvement to the resulting data (see Fig. 6 left). Additionally,
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Figure 7 Results of pyramidal interpolation schemes (total upscale factor 8)
64 x 48 PMD sensor: (a) Biquadratic; (b) and (d) Edge- dlrected Biquadratic; (c) and (e)
our iterative edge-directed approach.

the fused 2D /3D data open up new possibilities for scene analysis, e.g. for object
recognition or distance refinement. A proper distance calibration is absolutely nec-
essary due to the algorithm’s dependence on an accurate geometric reconstruction.

The distance refinement has been tested with a 64 x 48 and a 160 x 120 PMD
camera. The 64 x 48 has a better signal-to-noise ratio resulting in less distance
noise. Fig. 7 shows the different interpolation approaches for a 64 x 48 distance im-
age. Using the edge-directed interpolation technique [11] already improves results.
As shown in Fig. 7d, the object edges appear sharper, but a staircase effect re-
mains. Applying our iterative method, both the staircase effect as well as the flying
pixels are heavily reduced and flat regions are still smooth (Fig. 7e). Concerning
the boundary handling, the proposed extrapolation technique results in much bet-
ter shaped boundary curves, compared with a standard biquadratic interpolation
approach (see Fig. 8).

Combining fusion and distance refinement for a 160 x 120 PMD camera reveals
improved fusion results (see Fig. 9). Due to the suppression of invalid and flying
pixels, color mismatches hardly occur. It should be noted, that the simple threshold
based segmentation using the PMD autocorrelation amplitude does not always lead
to optimal results close to object boundaries. More appropriate methods have to
be investigated.
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